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The Centre for Advanced Laser Applications (CALA) in Munich is home to the ATLAS-3000 high power laser dedicated
to research on laser particle acceleration and applications thereof. The laser and each experimental area are running
control systems based on Tango controls. In addition to the hardware control, this is used to record experimental data
in an automated fashion with every laser shot. As the laser shots are executed via software, the system emits a
software trigger to acquire data on slow diagnostics, as well as an electrical trigger for hardware-triggered devices. In
this poster, the current design of this data archiving system including file formats, call hierarchy, timings and some
example diagnostics will be presented.
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Tango Controls
• toolkit for network-distributed

control
• C++, Python, Java, …
• https://www.tango-controls.org/

• see poster N. Weiße

Infrastructure ATLAS-3000
• 3PW Ti:Sa laser system
• 1Hz, 90J, ~20fs
• 4 experiment areas

• Proton/carbon/heavy ion 
acceleration

• Electron acceleration
• individual Tango servers for 

laser + each target area

Archiving system
• on-shot, single shot up to 1Hz
• software trigger:

• record motor positions, states, …
• arm hardware triggers

• hardware trigger:
• cameras, oscilloscopes, …

• folder/ file based, text file tables

Design criteria
• per-shot data log, not e.g. ML in mind
• KISS
• main users: students, not long-term 

staff

Future plans
• more online evaluation
• better file format OR database?
• module to gather all data for 1 shot
• interop with automated tools / ML?

20210831/vacuum/tpg.txt

Online readout
• currently limited to previews (Python, 

Web)

https://www.tango-controls.org/
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Archiving system: requirements
• Goal: automated shot log →make 

writing of lab-book easier, quicker, less 
error prone

• trigger with laser shot (single shot up to 
1Hz)

• master:
• save shot number, timestamp, user 

parameters (target type, manual 
comments, …)

• motors, vacuum gauge, …:
• save position/pressure/… (+state)

• cameras, picoscope, …:
• set filename, arm trigger, then save 

on hardware trigger

• after beam time:
• easily readable by inexperienced 

user/student

Implementation
• device software:

• registers for software event “Shot”
• saves data locally OR
• chooses file name and arms trigger

• works for Tango services
• may work on non-Tango software

Text file approach vs. database
• Pro:

• KISS
• Easy to learn for new people
• Long term stable
• Unified solution: some diagnostics 

will always be file based
• Con:

• Performance limit ?
• (currently) not defined strictly 

enough → no inherent enforcing of 
structure

20210831/vacuum/tpg.txt

Formats
• folder for each beam time, subfolder for 

each device
• SingleFileArchiver

• (shot log, motors, energy meter, …)
• Single .txt table of “observables”

• MultiFileArchiver
• (camera, oscilloscope, …)
• Common file naming
• File contents depends on device
• Useful to combine with 

SingleFileArchiver for metadata
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Flow of command on trigger

Py GUI
Target system

PyTango server
Exp. Control

1. move
hexapod

2. move rotary
stage

3. Wait
4. SingleShot()

1. Save meta data
(shot no, target
type, 
comment)

2. Send shot
event (local)

3. LaserShot()

PyTango server
Laser Control

1. Save meta data
(shot no)

2. Send shot
event (local)

3. HW request for
single shot

Hardware PLC
Laser Control

1. Decision if shot
allowed

2. open/close
shutter

3. shot counter++ 0

−1𝜇𝑠−200𝑚𝑠

PyTango server
Motor control

1. Save data (position, state)

Py GUI
Camera control

1. Set file name
2. Arm trigger Save file

Camera control

Picoscope control Save file

Save file
Challenges
• 2 shot numbers for exp./ laser
• (currently) no feedback if shot 

executed
• Synchronization of software 

domain to reach 1Hz?
• Currently 100ms window

−900𝑚𝑠


