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Analyzing datasets on the WLCG in ATLAS

Current workflow
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> distributed system ij ) " remore |

> two replicas stored on two different sites
> jobs follow data
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» production system sends analysis job to one
of the sites where the dataset is stored
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Analyzing datasets on the WLCG in ATLAS

Disadvantages

» system is inflexible %E
» on failure of Storage endeint https //tW|k| cern. ch/tW|k|/b|n/V|ew/PanDA/PandaJedlAnaIyS|s
- JOb fails PanDA server \
— dataset cannot be read from other sites 5 @ %subs -_J-
> hot datasets ; ;
— replicate dataset to new site G 11* [\ S

— submitted jobs are not aware of this

» most WLCG sites provide both storage and
computing power
» probably not feasible anymore at HL-LHC
> alternative storage solutions: “data lakes”,

) e client
> cloud object stores are not supported (yet) ﬁ '

End-user

submit

analysis task
+src files

Worker Nodes
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Dynafed

http://lcgdm.web.cern.ch/dynafed-dynamic-federation-project

Dynafed = “dynamic federation”
— developed by CERN’s Lcg-DM group

protocol: WebDAV
— extension of HTTP, open industry standard

combine multiple storage endpoints
merging and caching (in memory) of metadata
redirect GET/PUT requests

support for multiple file replicas

— select closest endpoint via GeolP
focus on performance, scalability and
realtime fault resilience

This is what

we want to see
as users

Sites remain
independent and
participate to a
global view

All the metadata
interactions are
hidden and done
on the fly

NO persistency
needed here, just
efficiency and
parallelism
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http://lcgdm.web.cern.ch/dynafed-dynamic-federation-project

Dynafed

Application to the WLCG %
~9_
zl.u
» intermediate layer between client S&
and storage endpoint Reading from Dynafed

» support for different types of storage endpoints client |
(— grid solutions )
> Change |n phllosophy Penochndpolm Status Methods
> jobs do not need to know where dataset is stored "
— data follow jobs [ 2 }
> integrates well into remote access of datasets A\
. . . . . WebDAV Cloud Storage: Other
» replicas can be added while job is already defined

dCache AWS
» trade-off: effective usage of storage vs. network traffic

DAVRucio

DPM Azure DMLite

CEPH

Storage Endpoints
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Benchmarks

Requirements

» comparison between WebDAV and currently used protocols (XRootD, ...
» comparison between WebDAV and Dynafed

» WebDAV: plain WebDAV from dCache/cloud storage
» Dynafed: WebDAV, but request file over Dynafed server

» benchmarks

» reading data
» writing data
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Benchmarks

Solutions

» two different benchmarks

»> 10 benchmark (reading/writing)
— use gfal?2 library for copying data
» ROOT benchmark (reading only)
— use ROOT.TFile.Open() and loop over events

» results are stored in elastic search instance
» data can be visualized with kibana dashboards/plotting scripts
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1O benchmark

How it works
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» copy 1GB file with random content to storage endpoint (writing benchmark)
» copy file back from storage endpoint (reading benchmark)
» time both copy operations

» use gfal2 python library for copying
» endpoints
> local (Freiburg):
parallel filesystem (BeeGFS, mounted), WebDAV, Dynafed
— XRootD unfortunately not working because configured as read only
» remote (CERN, provided by Frank Berghaus):
XRootD, GridFTP, WebDAV, Dynafed
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1O benchmark

Writing benchmarks — local endpoints

250s
200s
150s
100s
505\ A\ A\ /\

MM

—_— L4 e . - o -
Os

» parallel filesystem faster

» similar benchmark results for WebDAV/Dynafed
> WebDAV more stable than Dynafed

» useful for detecting anomalies
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1O benchmark

Writing benchmarks — remote endpoints

FREIBURG

350s @ XRootD (remote)
300s '
250s
200s
150s
100s’
50s°
O0s

UNI

GridFTP (remote)
@ WebDAV (remote)

@ Dynafed (remote)

» a lot of fluctuation
» sometimes several times slower than local access
» similar performance of different protocols
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1O benchmark

Reading benchmarks — local endpoints

70s
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10s
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» parallel filesystem faster
» similar benchmark results for WebDAV/Dynafed
» WebDAV more stable than Dynafed
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1O benchmark

Reading benchmarks — remote endpoints

FREIBURG

350s @ XRootD (remote)
300s '
250s
200s
150s
100s,
50s*
Os

UNI

GridFTP (remote)
@ WebDAV (remote)

@ Dynafed (remote)

» a lot of fluctuation
» sometimes several times slower than local access
» similar performance of different protocols
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ROOT benchmark

2
How it works
-]
[aa]
» ATLAS software release is used (AnalysisBase,21.2.56) :,n:
> open fllt.e Wlth TF.'11e: :Ope:-n(p.ath, "READ" ). e AR R T ISR ]
(streaming, file is not copied first to computing node) tree nane) SiCollectionTrees
time start read = time.time()
. tree = input_file.Get(tree name)
> two benChmarkS. tree.Draw("AntiKt4EMTopoJetsAux.pt/1000 >> hist")
. - ti i d = time.ti
> time to open ROOT file PSR AU

plain ROOT mode

> time to read transverse momentum (pt) of all jets

tree_name = "CollectionTree"

» tWO Ways to read ROOT flle time_start_read = time.time()

tree = ROOT.xAOD.MakeTransientTree(input_file, tree name)
tree.GetEntriesFast()):

» “plain ROOT mode” (faster, but limited functionality)
> “xAOD mode” (slower, but access to ATLAS EDM)

> caveats

ge(tree.AntiKt4EMTopoJets.size()):
je e.AntiKt4EMTopoJets.at (i)
hist.Fill(jet.pt())
time stop read = time.time()

xAOD mode
» problem with some SL6/dCache combinations when reading via WebDAV

» run benchmarks on CentOS 7 (VM in Freiburg)
> still some error when reading from Freiburg dCache with “xAOD mode” via WebDAV
> not working anymore with AnalysisBase,21.2.81
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ROOT benchmark

Input files and visualization

» file with simulated ¢z events
— 1.5GB and ~ 30500 events per file

> local input files:

» 10 exact copies on local parallel file system and local dCache

> local Dynafed server in Freiburg

» protocols: local parallel file system (mounted), XRootD, WebDAV, Dynfed
> remote input files:

» 10 exact copies on dCache and cloud storage

» remote Dynafed server at CERN

» protocols: XRootD (dCache), WebDAV (dCache), Dynafed (cloud storage)
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ROOT benchmark

Opening files (local storage) g
[+4]
—— —
first file subsequent files zg
5 T T T T T T | 5 [ T T T T T ]
s £ Using plain root [Oraatetrs  [Jxroot ] < [ Using plain root [Oparatietrs  [Jxroot It : L
0.5 Firstfile [“Jwebpav  [Joynafed | 12 E Subsequent files [Iwebpav  [Joynated
£ | 1~ -
04— — C B
F 1 0.8 E
0.3 4 0 E
E E 0.61 3
0.2~ — ] ]
E E 0.4 -
0.1 e 02/l E
0 = L Il n L L (Hnl 3 0 b L Il Il L [— 5
0 1 2 3 4 5 6 0 1 2 3 4 5
Time to open ROOT file [s] Time to open ROOT file [s]

» opening the first file takes longer than opening the subsequent ones
— caused by initialization

» similar performance for parallel FS and XRootD

» similar performance for WebDAV and Dynafed

» parallel FS/XRootD faster than WebDAV/Dynafed
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ROOT benchmark

Opening files (first file)

local storage remote storage

5 T T T —— T 5 025 R e s e R
< [ Using plain root Oraraters  [Jxrootn J < - Using plain root [ xrooto (remote) - [ webbav (remote)
0.5 Firstfile [Jwebbav  [Joynafed 02f- First fle [ pynafed (remote, cloud) =
04 E F ]
£ E 0.15- -
0.3 — C ]
F 1 01— &
0.2F fa r ]
0a E 0.05— I_Ln -
of ‘ I ‘ ‘ e S SII | It 1 1A a T

0 1 2 3 4 5 6 0 0.5 1 15 2 25 3
Time to open ROOT file [s] Time to open ROOT file [s]

» similar performance of different protocols for remote storage
» comparable results for local and remote storage
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ROOT benchmark

O
Reading files (local storage) g
[as]
plain ROOT mode xAOD mode r 4
E T T T T T | 5 = T T T T |
3 0.4F Using plain root Oraratetes [Jxroon 3 3 U'GE Using XAOD Oraratietes  [Jxrooto E S
0.35E [Jwebpav  [Joynatea 3 05F [(weboav  [Joynated
oot ] " £
025t 3 i ]
025 E 03f =
0asf- E 02f] E
01t = H E
E E 0.1 =
.05 E H ]
0, E Il L L 3 0 = L L L I
0 5 10 15 20 25 50 100 150 200 250
Time to read ROOT file [s] Time to read ROOT file [s]

» similar performance for parallel FS and XRootD

» similar performance for WebDAV and Dynafed

» parallel FS/XRootD faster than WebDAV/Dynafed
(reminder: “xAOD mode” not working with Freiburg dCache)
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ROOT benchmark

Reading files (remote storage)
plam ROOT mode xAOD mode
S 035 L] 5 g T T =
E Using plaln root [JxRooto (remole) D WebDAV (remote) 3 < E  Using xAOD D XRootD (Vemﬂte) D WebDAV (femﬂl =
0.3 [ oynafed (remote, cloud) = 0.7 [ oynafed (remote, cloud) 3
0.251 E 08E E
E E 0.5 =
0.2F - E E
E B 0.4 =
0.15 — E E
E E 035 =
0= E 0.2F =
0.05F- = 0.1 E
= 3 0 e | — e [ L 3
0 5 10 15 20 25 40 60 80 100 120 140 160 180 200 220 240
Time to read ROOT file [s] Time to read ROOT file [s]

similar performance for XRootD and WebDAV

Dynafed slower (remember: cloud storage is used for this)
“plain ROOT mode”: two peaks for each protocol

“xAOD mode” slower due to loading EDM objects

vvyyvyy
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Conclusion & Outlook

Conclusion
» Dynafed is a flexible solution to federate multiple storage endpoints
» WebDAV protocol is used
> easy remote access to datasets
» datasets can be added/removed on the fly without jobs failing

» two benchmarks for comparing WebDAV/Dynafed with existing protocols
» similar performance for WebDAV/Dynafed
» WebDAV/Dynafed slower than other protocols during local access
» WebDAV/Dynafed comparable to other protocols during remote access
» using ROOT with WebDAV access doesn’t work always
Outlook
» integrate benchmarks into HammerCloud to run (automated) tests on other
sites
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1O benchmark

Remote endpoints
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» XRootD
root://eosatlas.cern.ch:1094/eos/atlas/atlascerngroupdisk/proj-dynafed/

» GridFTP
gsiftp://eosatlassftp.cern.ch:2811/eos/atlas/atlascerngroupdisk/proj-dynafed/

> WebDAV
https://eosatlashttp.cern.ch/eos/atlas/atlascerngroupdisk/proj-dynafed/

» Dynafed
davs://dynafed-atlas.cern.ch/data/heos/
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ROOT benchmark

Remote endpoints
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» XRootD
root://eosatlas.cern.ch:1094//eos/atlas/atlascerngroupdisk/proj-dynafed/

» WebDAV
https://eosatlashttp.cern.ch//eos/atlas/atlascerngroupdisk/proj-dynafed/

» Dynafed
davs://dynafed-atlas.cern.ch:443/data/cloud/
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ROOT benchmark

Opening files — local storage

5 r T T T T ] 5 F T T T T
®  1.2]— Using plain root Oraratetrs  [Jxroon - & 1217 using xaoD Oraratetes  [Jxrooo
C [Jwebpav  [Joynatea 7 Py [Jweboav  [Joynated
p1ns i r 7
osg = =
06 = -
04 - E
02 E =
0 L L | S | 1 L L | - | |

1 2 3 4 5 6 2 3 4 5 6
Time to open ROOT file [s] Time to open ROOT file [s]

01.10.2019 Benjamin Rottler — Federations of grid and cloud storage solutions with Dynafed

4/14

UNI
FREIBURG



ROOT benchmark

Opening files — remote storage

5 [ T T T T T T | =| C T T T T T T T T |
< 12 [ Using plain root [ xRooto (remote) [ webDAV (remote) < F Using xA0D [ xRooto (remote) (] webDav (remote)
P [J oynafed remote, cloud) B 11— [ oynafed (remote, cloud) —
0.8 - r =
0.6 — =
0.4 - =
02 = E
0 L I L L I | L L L I L I L
2 3 4 5 6 7 3 4 5 6 7 8 9
Time to open ROOT file [s] Time to open ROOT file [s]
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ROOT benchmark

Reading files — local storage

E T T T T 3 :E 0.6 T T T T |
®  g4fF Using plain root Oraratetrs  [Jxroon 3 < [ Using xAOD Orarateirs  Oxroono 3
0350 [[Jwebpav  [Joynatea 3 05 [Jweboav  [Joynated 7
03E- E 04 E
0.25F- E E E
025 E 037 E
0.15F = 02f =
015 - H E
E 3 0.1 —
0.05 = = I} 3
oE L L L 3 od I L I [

0 5 10 15 20 25 100 150 200 250
Time to read ROOT file [s] Time to read ROOT file [s]
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ROOT benchmark

Reading files — remote storage g
[as]
—— —
2 L
[-4
= TS
5 0.35 - T T T T T s El 0.8 T T T T T T T T T
© TUE Using plain root [CJ xRootD (remate)  [_] webDAV (remote) < ““E Using xAOD [C) xRootD (remate)  [_] webDAV (remote)
0.3 [J oynafed remote, cloud) [ oynafed (remote, cloud)
0.25 ;
0.2 ;
0.15 ;
0.1;
0.05 ;
0: L — e ol L L L T
0 5 10 15 20 25 60 80 100 120 140 160 180 200 220 240
Time to read ROOT file [s] Time to read ROOT file [s]
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ROOT benchmark

Opening files — local storage

= T T T T T
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ROOT benchmark

Opening files — remote storage

W FT T T T T T 3 W ET T T T T T E=|
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;5_ E [J oynafed remote, cloud) 9 g [ oynafed (remote, cloud)

<] - i o}

4 F E 4

§ o8 - 5]

a E B 2

o - - o

e [ - 8

o 06F 1 o

£ C ] £

o 04f~ = v

<) E B >

g n ] g

3 o 1 3

z 0% 1 2
oL I S S S R s | oL I S S S S I - |
21.07 22.07 23.07 24.07 25.07 26.07 27.07 21.07 22.07 23.07 24.07 25.07 26.07 27.07

Date of benchmark Date of benchmark
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ROOT benchmark

Reading files — local storage g
[22]
—— —
rd-
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ROOT benchmark

Reading files — remote storage

o T T T T T T |
@ 350 Using plain root [J%RootD (remote) [ webDAV (remote)—|
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° 200 E
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Average time to read ROOT file [s]
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[ oynafed (remote, cloud)

mote) -

| L
507 2207

Benjamin Rottler — Federations of grid and cloud storage solutions with Dynafed

P -
26.07 27.07

Date of benchmark

11/14

UNI

FREIBURG



Change of analysis release

» previously used AthAnalysis (full Athena setup)
» switch to AnalysisBase
» no Athena, but still allowes for xAOD access mode

» “Athena mode” — “xAOD mode”

» srm does not work with AnalysisBase
(ofal library is not included in release)

» use ROOT benchmark
» done on SL6 = local WebDAV/Dynafed not working
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Changes of analysis release

Results for plain-root mode
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» opening files is faster
» no change for reading files
» (local NAS = parallel FS)
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Changes of analysis release

Results for athena/xAOD mode
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» opening files is faster (less visible)
> reading files is faster
» (local NAS = parallel FS)
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