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Scale disparities in LWFA modeling

scale disparity in modeling
multi-scale problems

✦ large disparity of spatial/temporal 
scales

sample problem: 50 GeV LWFA stage

✦ !0 ~ 1 "m / !p ~ 17 "m

✦ L ~ 1.5 m

computational requirements
(moving window)

✦ ~109 grid cells

✦ ~1010 particles

✦ ~106 - 107 iterations
requirement for reduced models
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Envelope approximation reduces spatial resolution

particle-in-cell (PIC)

✦ resolve laser wavelength over propagation distance

✦ particle advancing is based on Lorentz force 

ponderomotive guiding center (PGC)

spatial resolution: 

laser wavelength

✦ requires model for laser envelope propagation

✦ push particles using self consistent plasma fields and 
ponderomotive force

spatial resolution: 

plasma skin depth

speedup ~(!p/!0)2 
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Open-access model  

· 40+ research groups worldwide 

are using OSIRIS 

· 300+ publications in leading 

scientific journals 

· Large developer and user 

community 

· Detailed documentation and 

sample inputs files available 

Using OSIRIS 4.0 

· The code can be used freely by 

research institutions after 

signing an MoU 

· Find out more at:

Committed to open science

Ricardo Fonseca: ricardo.fonseca@tecnico.ulisboa.pt

OSIRIS framework 

· Massively Parallel, Fully Relativistic  
Particle-in-Cell Code  

· Parallel scalability to 2 M cores 

· Explicit SSE / AVX / QPX / Xeon Phi / 

CUDA support 

· Extended simulation/physics models

http://epp.tecnico.ulisboa.pt/osiris

mailto:ricardo.fonseca@ist.utl.pt?subject=
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Major features of PGC in OSIRIS

Physical features: 

๏ moving window frame

๏ 2d cartesian

๏ 2d cylindrical cartesian

๏ 3d cartesian

๏ different laser pulse shapes

๏ different boundary conditions for transversal direction

๏ field ionization based on ADK model

Numerical stability and stability control: 

๏ stability condition for envelope equation

๏ up to 4th order interpolation and deposition schemes

๏ smoothing for stability control

Parallel performance: 

๏ shared memory parallelization

๏ distributed memory parallelization

๏ scalable up to 105 cores
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Outline

Parallel scalability of PGC
incorporation of shared and distributed memory parallelization

Physical applicability for PGC
down-ramp injection with PGC and full scale modeling of self-modulation instability

Incorporation of PGC into Osiris
numerical stability and control of numerical noise
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PGC extension

✦ time-averaged equation for laser 
evolution*,** in a co-moving frame

laser frequency laser envelope

✦ particle advancing

✦ coupling parameters

2iω0∂τa = (1 +
∂ξ

iω0 ) (χa + ∇2
⊥a)

Fp = − 1
4

q2

⟨m⟩ ∇ |a |2
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Incorporation of PGC into PIC cycle

* P. Mora and T. M, Antonsen, PRL 53, R2068 (1996)
** P. Mora and T. M, Antonsen, AIP 4, 217 (1997)

integration of equation 
of motion, moving particles

weighting weighting

integration of field 
equations on the grid

extended PIC algorithm

advance envelope

extend equation of motion to 
include ponderomotive force
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PGC extension

✦ time-averaged equation for laser 
evolution*,** in a co-moving frame

laser frequency laser envelope

✦ particle advancing

✦ coupling parameters

2iω0∂τa = (1 +
∂ξ

iω0 ) (χa + ∇2
⊥a)

Fp = − 1
4

q2

⟨m⟩ ∇ |a |2
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Incorporation of PGC into PIC cycle

* P. Mora and T. M, Antonsen, PRL 53, R2068 (1996)
** P. Mora and T. M, Antonsen, AIP 4, 217 (1997)
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Stability of the envelope solver depends on laser frequency

Δy = 0.2 c/ω̃
Δz = 0.2 c/ω̃
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Δy = 0.2 c/ω̃
Δz = 0.2 c/ω̃

Δx = 0.2 c/ω̃

Courant-Friedrichs-Lewy (CFL)

Δt ≤ 1/(1/Δx)2 + (1/Δy)2 + (1/Δz)2

✦ necessary condition for stability of Maxwell solver

✦ does not depend on physical parameters

vacuum stability condition

✦ implicit solver for advancing of the envelope

✦ von-Neumann analysis for stability condition

✦ stability condition for the vacuum case

Δτ2 ≤ Δy4Δz4Δξ2ω4
0

4 (Δz2 + Δy2(1 + Δξω0))2 − Δy4Δξ2ω2
0

✦ stability depends on the laser frequency

✦ for higher frequencies the envelope equation 
becomes “more stable"
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Plasma gradients lead to numerical instabilities*

2iω0∂τϵn
ijk = (1 +

∂ξ

iω0 ) (χϵn
ijk + ∇2

⊥ϵn
ijk)

* A. Helm et al., to be submitted (2019)
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numerical error growth rate for PGC

|g | = |ϵn+ 1/ϵn| ≤ 1

numerical error
✦ plasma parameter: 

χ ≡ χijk ∼ -(ρ)

✦ plasma gradients:

δχ ≡ χ(i+ 1), j,k − χ(i−1), j,k

✦ numerical stable:

Δy = 0.2 c/ωp
Δz = 0.2 c/ωp

Δx = 0.2 c/ωp

Δτ = 0.1ω−1
p



Anton Helm | Laser-Plasma Accelerator Workshop 2019, Split, Croatia | 5-10 May, 2019

Stability control for PGC

no smoothing

smoothing

ponderomotive force

particle interpolation order
✦ current implementation matches interpolation 

order of PIC cycle (up to 4th order)

✦ field interpolation increases preciseness of  
ponderomotive force influence

✦ chi deposition increases stability especially in 
longitudinal direction

smoothing of PGC quantities
✦ allows explicit control of numerical noise

✦ includes several filters to control the noise level 
and cutoff of the noise

✦ smoothable quantities:

‣ plasma parameter chi

‣ ponderomotive force

‣ laser envelope
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Shared memory parallelization for PGC

shared memory parallelization

thread-based particle advancing

✔ data sharing between threads is fast

✔ envelope solver can be parallelized easily

✘ lack of scalability between memory and cores

✘ memory is limited to cores and does not scale

thread #1 thread #2

interpolate grid 
quantaties

advance particles

deposite particle 
quantaties on grid 

buffer

interpolate grid 
quantaties

advance particles

deposite particle 
quantaties on grid 

buffer

thread-based strong scaling

✦ JUQUEEN (IBM BlueGene/Q) - 16 cores per node

✦ number of cores: 32 / 64 / 128 / 256 / 512

✦ 500 time steps - 608x152x152 cells and 8 ppc

✦ using distributed parallelization in longitudinal direction

✔ scaling over one order of cores using shared memory 
parallelization

speedup: 10.9×
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Parallelization is scalable over thousands of cores

distributed memory parallelization

✦ advancing the envelope requires data locality in 
transversal direction due to implicit finite difference 
scheme

✦ data locality can be achieved through a transpose 
operation

✦ scaling tests were carried out on JUQUEEN

‣ 16 cores per node / no threading (IBM BlueGene/Q)

✦ strong scaling: 15360×240×240 with 8 ppc and 500 steps

✦ weak scaling: 10 cells in x2 and 50 cells in x3

✔ PGC scales from 1536 to 216000 with >70% efficiency

128 partitions

weak scaling

efficiency: ~70%

strong scaling
no

de
 1

no
de

 2
no

de
 1

no
de

 2

requires 
data locality
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PGC for parametric studies for down ramp injection

1.5 n0

1.0 n0

5.0 c/ωp

x1

down ramp injection case

density profile:

✦ PGC allows to perform parametric studies with a 
fraction of computational costs compared to PIC

✦ attractive tool for design studies like EuPRAXIA

✦ comparison of PGC vs. PIC:

‣ identical transversal resolution

‣ longitudinal resolution:  

‣ injected electron bunch with

‣ mean energy and charge are in agreement

‣ emittance 5x higher for PGC

ΔξPIC|PGC = λ0|p / 62
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Temporal resolution leads to higher emittance
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✦ fields structure is describe on long scales associated to 
plasma scales

✦ plasma scales are resolved by PGC

✦ temporal resolution for PGC case is reduced by λp /λ0
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Acceleration of electrons in the plasma wakefield
of a proton bunch*

LETTERRESEARCH

central propagation axis by transverse electric fields that are present 
only when the proton bunch undergoes modulation in the plasma.

Electron bunches with a charge of 656 ± 14 pC (where the uncer-
tainty is the r.m.s.) are produced and accelerated to 18.84 ± 0.05 MeV 
(where the uncertainty is the standard error of the mean) in a radio- 
frequency structure upstream of the vapour source32. These electrons 
are then transported along a beam line before being injected into 
the vapour source. Magnets along the beam line are used to control 
the injection angle and focal point of the electrons. For the results  
presented here, the electrons enter the plasma with a small vertical 
offset with respect to the proton bunch and a 200-ps delay with respect 
to the ionizing laser pulse (Fig. 1, bottom left). The beams cross approx-
imately 2 m into the vapour source at a crossing angle of 1.2–2 mrad. 
Simulations show that electrons are captured in larger numbers and 
accelerated to higher energies when injected off-axis rather than  
collinearly with the proton bunch17. The normalized emittance of the 
witness electron beam at injection is approximately 11–14 mm mrad 
and its focal point is close to the entrance of the vapour source. The 
delay of 200 ps corresponds to approximately 25 proton microbunches 
resonantly driving the wakefield at npe = 2 × 1014 cm−3 and 50 micro-
bunches at npe = 7 × 1014 cm−3.

A magnetic electron spectrometer (Fig. 1, right) enables measurement  
of the accelerated electron bunch33. Two quadrupole magnets are located 
4.48 m and 4.98 m downstream of the exit iris of the vapour source 
and focus the witness beam vertically and horizontally, respectively,  
to more easily identify a signal. These are followed by a 1-m-long 
C-shaped electromagnetic dipole with a maximum magnetic field of 

approximately 1.4 T. A large triangular vacuum chamber sits in the cavity  
of the dipole. This chamber is designed to keep accelerated electron 
bunches under vacuum while the magnetic field of the dipole induces 
an energy-dependent horizontal deflection in the bunch. Electrons 
within a specific energy range then exit this vacuum chamber through 
a 2-mm-thick aluminium window and are incident on a 0.5-mm-thick 
gadolinium oxysulfide (Gd2O2S:Tb) scintillator screen (Fig. 1; blue, 
right) attached to the exterior surface of the vacuum chamber. The  
proton bunch is not greatly affected by the spectrometer magnets, 
owing to its high momentum, and continues to the beam dump. The 
scintillating screen is 997 mm wide and 62 mm high with semi-circular 
ends. Light emitted from the scintillator screen is transported over a 
distance of 17 m via three highly reflective optical-grade mirrors to 
an intensified charge-coupled device (CCD) camera fitted with a lens 
with a focal length of 400 mm. The camera and the final mirror of this 
optical line are housed in a dark room, which reduces ambient light 
incident on the camera to negligible values.

The energy of the accelerated electrons is inferred from their hori-
zontal position in the plane of the scintillator. The relationship between 
this position and the energy of the electron is dependent on the strength 
of the dipole, which can be varied from approximately 0.1 T to 1.4 T. 
This position–energy relationship has been simulated using the Beam 
Delivery Simulation (BDSIM) code34. The simulation tracks electrons 
of various energies through the spectrometer using measured and 
simulated magnetic-field maps for the spectrometer dipole, as well 
as the relevant distances between components. The accuracy of the  
magnetic-field maps, the precision of the distance measurements 
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Fig. 1 | Layout of the AWAKE experiment. The proton bunch and 
laser pulse propagate from left to right across the image, through a 
10-m column of rubidium (Rb) vapour. This laser pulse (green, bottom 
images) singly ionizes the rubidium to form a plasma (yellow), which 
then interacts with the proton bunch (red, bottom left image). This 
interaction modulates the long proton bunch into a series of microbunches 
(bottom right image), which drive a strong wakefield in the plasma. These 
microbunches are millimetre-scale in the longitudinal direction (ξ) and 
submillimetre-scale in the transverse (x) direction. The self-modulation 
of the proton bunch is measured in imaging stations 1 and 2 and the 
optical and coherent transition radiation (OTR, CTR) diagnostics. The 

rubidium (pink) is supplied by two flasks at each end of the vapour source. 
The density is controlled by changing the temperature in these flasks and 
a gradient may be introduced by changing their relative temperature. 
Electrons (blue), generated using a radio-frequency source, propagate a 
short distance behind the laser pulse and are injected into the wakefield by 
crossing at an angle. Some of these electrons are captured in the wakefield 
and accelerated to high energies. The accelerated electron bunches are 
focused and separated from the protons by the quadrupoles and dipole 
magnet of the spectrometer (grey, right). These electrons interact with 
a scintillating screen, creating a bright intensity spot (top right image), 
allowing them to be imaged and their energy inferred from their position.
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© 2018 Springer Nature Limited. All rights reserved.

* Adli, E. et al., Nature, 561(7723), 363–367 (2018)

ionizing
laser pulse

PGC

2D 3D

CPU yr / cost CPU yr / cost

0.05 /4.00 € 17.12 / 1.50 k€

0.45 M / 40.00 M€ 171.2 M / 15.00 B€PIC

electron plasma 

proton beam proton micro bunches
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⃗k

ionized electrons

proton beam

laser pulse

Ionization seeding with PGC for self-modulation instability

✦ simulation box: 75 mm x 13 mm x 13 mm 

✦ 10 m propagation distance 

✦ 106 time steps 

✦ 17 664 cores (92% of Marenostrum) 

✦ ~3M CPUh
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Numerical stability and control
• in general PGC is unconditionally unstable if plasma gradients are present
• control can be provided by applying smoothing filters

Parallel scalability
• using shared memory parallelization, PGC can scaled over one order of magnitude
• using distributed memory parallelization, PGC can be scaled over 105 cores
• PGC and parallel scalability is required for full study of experiments like AWAKE

Scale disparity can be overcome with reduced models for LWFA
• important for parametric studies of LWFA

• for cases where ω0 /ωp ≫ 1


