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C.B.M. Collaborations

- CBM Collaboratlon 464 scientists, 11 countries | Spokesperson Norbert Herrmann
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CBM Experiment

Fixed target experiments
—> obtain highest luminosities

HADES

Free-streaming FEE
- nearly dead-time free data
taking
On-line event selection

- high-selective data
reduction

Tracking based entirely on silicon

- fast and precise track
reconstruction

- 4D Tracking
(see talk by I. Kisel)
















The Challenge: Reconstruction of Rare Probes in
Heavy-lon Collisions at a few GeV

Au+Au at Ey;, = 1.5 GeV

t = 10.0 fm

Clear hierarchy in hadron yields:
p~ 100, m=~10,A=10% w = 103
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The Challenge: Reconstruction of Rare Probes in
Heavy-lon Collisions at a few GeV

Au+Au at By, = 1.5 GeV

Application of neural networks
T2 for optimizing the efficiency of

. e*e |d since 2008

2. weak decay topology recognition
e.g. \ since 2014

”ﬁmfﬁ _ t= 10.0 fm

Clear hierarchy in hadron yields: Large combinatoric background: A= p+

p~ 100, m~10,A= 102 w = 103  w-meson: electromagnetic decay channel
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Weak decay topology recognition

Weak decay topology
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Weak decay topology recognition

Weak decay topology
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Weak decay topology recognition

Weak decay topology

beam axis
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Weak decay topology recognition

Weak decay topology
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Weak decay topology recognition

Weak decay topology
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Signal: Simulation embedded into real data
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Background: mixed events

T. Scheib Master S. Spies, PhD T. Scheib, PhD F. Kornas, arXiv:1812.07304




Multi Layer Percepton (MLP): Setup

Parameter
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Performance and Uncertainty Estimation
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Performance and Uncertainty Estimation
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Performance and Uncertainty Estimation
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Neural network improves significantly y-coverage
- reduction of uncertainty for 4m yield extraction.




Summary and Outlook

Manuel Lorenz
Goethe-University Frankfurt
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TMVA: Toolkit for Multivariate Data Analysis

I TMVA Input Variable: Num. Pads in Ring I I TMVA Input Variable: Runge-Kutta Beta I

-
o

TITTTITT T

 REAAREEERuazay;
gnal

T
s
DD{::,%; ound ]

Matching radius [deg]

il sl e s lagag 17
L ||1||

TCC T T T[T T T T T T I TITT )

il

i

10 15 20 25 30 35 40

Num. of Rings in Pads .
€00 700 800 900 1000

Momentum [MeVi/c]

[ TMVA Input Variable: Combined MDC dE/dx |

LI B B N B B B B B I B B S B N B S

T

Efficiency

Network mva

StandardHca

Signal / Background
L lllllll —l—l—l—b‘#q

0.3

L

0.2

IR P il i AT
12 14 16 - 50 100 150 200

MDC dE/dx [MeV cm?/g] (Sum1 + Sum2) - Sum0

0.1

| ]
Y T % 200 400 600 800 100012001400 16001800

Invariant Mass [GeV/c?l p [MeVic]

ST T
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Multi Layer Percepton (MLP): Setup

Economical
500 Cycles

1 Hidden Layer

19 Neurons

Standard
1500 Cycles

~ 2 Hidden Layers

24 Neurons
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"~ 3 Hidden Layers

35 Neurons
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