Themenbereich C: Deep Learning,
Erkenntnisgewinn durch fundierte
datengetriebene Methoden

Entwicklung eines gesamten methodischen Bereichs: Gezielter Aufbau von Strukturen,
um Deep Learning zu einem wissenschaftlich fundierten und optimierten
Anwendungsbereich in der Teilchen-, Astroteilchen-, Hadronen- und Kernphysik
weiterzuentwickeln. Diese Strukturen sollen Experiment-libergreifend funktionieren
und damit die gréfstmogliche Synergie zu erzielen.
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Placing deep learning in physics analysis
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Tabelle 5: Arbeitspakete des Themenbereichs Deep Learning, Erkenntnisgewinn durch fundier-
te datengetriebene Methoden

Grofie Fortschritte zwischen 2017-2019 in den deutschen Arbeitsgruppen
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Examples auf VISPA konnen
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import numpy as np

from tensorflow import keras

from keras.layers import *

from keras.models import Sequential, Model
from keras.optimizers import Adam

from keras.layers.advanced_activations import LeakyReLU
from functools import partial

from keras.utils import plot model

import keras.backend.tensorflow_backend as KTF
1@ import utils
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/home/erdmann/AirShow

11 import tensorflow as tf = Py

14 KTF.set_session(utils.get_session()) # Allows 2 jobs per GPI
15 log_dir="."

17 # basic trainings parameter
18 EPOCHS = 1

19 GRADIENT_PENALTY WEIGHT = 18
20 BATCH_SIZE = 256

21 NCR =5

22 latent_size - 512

24 # load trainings data

25 shower_maps, Energy - utils.ReadInData()

26 N = shower_maps.shape[@]

27 # plot real signal patterns

28 utils.plot_multiple signalmaps(shower_maps[:,:,:,®], log_dir:

| J

32 # Feel free to modify the generator model
6 33+ def build generator(latent_size): v
34 < >
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Deep Learning
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1D Function Fitting
In this example, you can train a neural network to fit an arbitrary
function and investigate the approximation performance during the

training iterations.
Open example

| CIFAR-10 Image Classification

CIFAR-10 is a dataset of tiny natural images showing objects of 10
different classes. It is a popular data set for experimenting with
different deep learning techniques. In the provided examples you can
train and apply: a fully connected net, a simple convolutional net and a

deep convolutional net.
Reset example Open example

Deep learning based Air Shower Reconstruction
Ultra-high energy cosmic rays produce extensive air showers of
secondary particles upon entering the atmosphere. Sampling the
footprint of these particles with surface detectors is a widely used
detection technigue. In this example you can exploit advanced
convolutional techniques to reconstruct the energy and showeraxis of

cosmic ray induced air showers.
Open example

Deep Generative Models
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Generative Adversarial Networks (GANs) for MNIST
In this example, you can generate handwritten digits by training a
Deep Convolutional Generative Adversarial Network (DCGAN) to the

MNIST data set.
Reset example Open example
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MNIST Digit Recognition

MNIST is a dataset of 28x28 greyscale images of handwritten digits
and a classic task for benchmarking image classification algorithms. In
this example, you can train and apply a simple convolutional neural
network to identify the correct digit.

Reset example Open example

Air Shower Classification

Ultra-high energy cosmic rays produce extensive air showers, which
vary among others with the cosmic ray mass. For tracking the cosmic
rays back to their sources, the reconstruction of the charge is a key
parameter hence it could allow for estimating the galactiv magnetic
field deflection for each cosmic ray. In this example you can train a
neural network on a toy data set to reconstruct the mass of the air
shower (classification) and the showermaximum (regression).

Open example

Wasserstein GANs for Physics Simulations
In this example, you can train a improved Wasserstein Generative
Adversarial Network (WGAN) to generate signal patterns of cosmic

ray induced air showers.
Reset example Open example

Kernerkenntnisse in allgemeiner Form beteiligten Arbeitsgruppen vorstellen
olus zur Verfugung stellen

Spater Ausbau zu ID-TUM Marktplatz
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Begrindung der verwendeten Methoden

WARUM = URSACHEN
WIE GUT = QUALITAT

WIE ROBUST - SYSTEMATIK

ZIEL: KRITERIENKATALOG ZUR VERWENDUNG VON NETZWERKEN
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